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Abstract:

In analyzing high-dimensional datasets, there is often interest in uncover-

ing cluster structures and identifying variables associated with the clusters.

I will present some Bayesian methods we have proposed to address such

questions in a unified manner. The first problem I will discuss is concerned

with discovering homogeneous subgroups of samples and identifying vari-

ables that discriminate across the subgroups. We use mixture models with

an unknown number of components to uncover the cluster structures and

build a stochastic search variable selection method into the model to iden-

tify discriminating variables. The second problem is concerned with relating

two high-dimensional data sets by uncovering cluster structures in the data

and identifying groups of associated variables across the data sets. We use a

stochastic partitioning method that combines ideas of mixtures of regression

models and variable selection methods to search for sets of covariates asso-

ciated with sets of correlated outcomes. I will illustrate the methods with

applications to genomic data sets.
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